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Section A 

Attempts all the questions. All carry equal marks (10×1) 

1. Answer the following questions: 

i. Synaptic weights provides the……method for the design of neural networks. 

Ans. Traditional method 

ii. Elements of NN is 

A. Adopters    B     Adder       C Collector     D Bias. 

Ans. B Adder 

iii.  The bias has the effect of decreasing the net input of the activation function, 

depending on whether it is: 

A. Only positive     B. Only negative       C positive or negative.   D All false  

Ans. B. Only negative. 

iv.  A node signal equals the ……….of  all signals entering pertinent node via the 

incoming link 

A. Algebraic multiplied   B. algebraic sum   C. multiplication of sums   D. All 

false  

Ans. B. algebraic sum 

v. Delta rule was invented by……. 

Ans. Widrow and Hoff 

vi. In memory based learning the vector X’n ϵ {x1, x2,x3…Xn} is said to be the 

nearest neighbor of Xtest if  min d(Xi,Xtest)=……… 

Ans   

vii. In hebb’s learning, if two neurons on either side of a synapse are activated 

simultaneously, then the strength of that synapse is….. 

A. Remain constant     B. Decreased    C. Increased.    D. Either B or C depends 

on synapse. 

Ans. C. Increased 

viii. In single layer perceptron, when the neuron produce output +1 and -1, then the 

hard limiter input is……. 

Ans Positive and negative respectively 

ix. In Competitive learning, the output of the wining neuron and all other neurons 

are set equal to 

A. +1, -1,       B. -1,0     C. 1,0  D. 0,+1  

Ans. C. 1,0   

x. The neurons of Boltzmann machine partitions into two groups…….. 

Ans. Visible and hidden 



 

Section B  

Attempt any four questions. All carry equal marks (4 ×5) 

2. Explain the benefits of ANN. 
Ans:  

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

 

 

 

  

 

 

 
 

 

 

 

 



 

 

 

 

 

 

      
 technique 

 

3. Explain the properties of neural network as directed graph. 
Ans: The block diagram is given below. The block diagram provides the functional description of the 

 

  



 

 

 

 

 

                                                                                     (a) 

 
           output relation. This form of relation is illustrated in fig. (b). where           is the     

           nonlinear activation function. 

This second rule is illustrated in fig. (c ) for the case of synaptic convergence or fan-in  

 
 

 

 

 

  

 

 

 

 

 

 

 

 

 

 

 

Fig. Illustrating the basic rulles for the constuction of thesignal flow graphs. 

 

This third rul is illustrated n fig. (d) for the case of synaptic divergence or fan-out. 
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Based on the signal flow graph of fig. 2 as the model of neural network we may now offer the following 

mathematical definition of neural network: 

 

 

 

 

 

 

 

 



 

 

 

 

 

       

   

 
Fig. 2 Signal flow graph of a neuron. 

 

4. Explain Hebbian learning 
Ans:  

 



 

 

 

 

 
 

5. Briefly explain single layer perceptron. 

Ans: 

 
 

 

 

 

 

 

 



 

 

 

The perceptron is                                                                                                                           

i.e. McCulluch-Pitts  model  of  a  neuron.  Such  a neuron model consist of a  linear  combiner fol-  

 

 
 

 



 

 

 
 

6. In perceptron convergence derive WTX<=0 for all input vector belongs to 

class ϐ . 

Ans: Perceptron Convergence Theorem  

 

 
 

 

 

 

 

 

  

 

 



 

 

 

 

 
 

7. Explain neural network Architecture  
Ans:  

There are mainly two types of ANNs: feed forward neural networks (FFNNs) and recurrent neural networks 

(RNNs). In FFNN there are no feedback loops. The flow of signals/information is only in the forward 

direction. The behavior of FFNN does not depend on past input. The network responds only to its present 

input. In RNN there are feedback loops (essentially FFNN with output fed back to input). Different types 

of neural network architectures are briefly described next. 

1. Single-layer feed forward networks: It has only one layer of computational nodes (output layer). It is a 

feed forward network since it does not have any feedback. i.e. A neural network in which the input layer of 

source nodes projects into an output layer of neurons but not vice-versa is known as single feed-forward or 

acyclic network. In single layer network, ‘single layer’ refers to the output layer of computation nodes. The 

single layer feed-forward network consist of a single layer of weights, where the inputs are directly  



 

 

connected to the outputs, via a series of weights. The synaptic links carrying weights connect every input 

to every output, but not other way. This way it is considered a network of feed-forward type. The sum of 

products of the weights and the inputs is calculated in each neuron node, and if the value is above some 

threshold (typically 0) the neuron fires and takes the activated value (typically 1); otherwise it takes the 

deactivated value (typically -1). The figure as given below. 

 
Fig. Single layer feed forward network 

 

2. Multi-layer feed forward networks: It is a feed forward network with one or more hidden layers. 

The source nodes in the input layer supply inputs to the neurons of the first hidden layer. The 

outputs of the first hidden layer neurons are applied as inputs to the neurons of the second hidden 

layer and so on. If every node in each layer of the network is connected to every other node in the 

adjacent forward layer, then the network is called fully connected. If however some of the links 

are missing, the network is said to be partially connected. These networks can be used to realize 

complex input/output mappings. This type of network consists of one or more hidden layers, whose 

computation nodes are called hidden neurons or hidden units. The function of hidden neurons is 

to interact between the external input and network output in some useful manner and to extract 

higher order statistics. The source nodes in input layer of network supply the input signal to 

neurons in the second layer (1st hidden layer). The output signals of 2nd layer are used as inputs 

to the third layer and so on. The set of output signals of the neurons in the output layer of network 

constitutes the overall response of network to the activation pattern supplied by source nodes in 

the input first layer.  
It consist of multiple layers. The architecture of this class of network have the input layer, output layer and 

one or more hidden layers. The computational units of the hidden layer are known as hidden neurons. The 

fig. is given below. 

 
Fig. Multi-layer feed forward networks  

 

 

Some Facts: 

a. The hidden layer does intermediate computation before directing the input to output layer.  

b. The input layer neurons are linked to the hidden layer neurons; the weights on these links are referred 

to as input-hidden layer weights.  

c. The hidden layer neuron and the corresponding weights are reffered to as output-hidden layer 

weights.  
d. A multi-layer feed forward network with e input neurons andn m1 neurons in the first hidden layers, 

m2 neurons in the second hidden layers, and n output neurons in the output layers is written as (e-m1-m2-

n).  



 

 

 

Short characterization of feed forward networks:  
 

a. Typically, activation is fed forward from input to output through ‘hidden layers’, though many other 

architectures exist.  

b. Mathematically, they implement static input-output mappings.  

c. Most popular supervised training algorithm: back propagation algorithm.  

d. Have proven useful in many practical applications as approximators of nonlinear functions and as 

pattern classificators.  

 

3. Recurrent neural networks: A recurrent neural network is one in which there is at least one feedback 

loop. There are different kinds of recurrent networks depending on the way in which the feedback is used. 

In a typical case it has a single layer of neurons with each neuron feeding its output signal back to the inputs 

of all other neurons. Other kinds of recurrent networks may have self-feedback loops and also hidden 

neurons A feed forward neural network having one or more hidden layers with at least one feedback loop 

is known as recurrent network as shown in Fig. 4.9. The feedback may be a self-feedback, i.e., where output 

of neuron is fed back to its own input. Sometimes, feedback loops involve the use of unit delay elements, 

which results in nonlinear dynamic behavior, assuming that neural network contains nonlinear units.  

It is differ from feed forward. A recurrent network has at least one feedback loop. There could be neurons 

with self-feedback links; that is the output of neuron id feedback into itself as input.  

There are various other types of networks like; delta-bar-delta, Hopfield, vector quantization, counter 

propagation, probabilistic, Hamming, Boltzman, bidirectional associative memory, spacio-temporal 

pattern, adaptive resonance, self-organizing map, recirculation etc.  

A recurrent neural network has (at least one) cyclic path of synaptic connections. The fig is given below. 

 
 

Fig. Recurrent neural networks  

 

Basic characteristics:  

 

a. All biological neural networks are recurrent.  

b. Mathematically, they implement dynamical systems.  

c. Several types of training algorithms are known, no clear winner.  

d. Theoretical and practical difficulties by and large have prevented practical applications so far.  

 
 

8. Explain reinforcement learning 
Ans:  

 



 

 

 

 

 

 
 

 

 

 


